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Instructions:  1. Answer any FIVE full questions, choosing one full question from each unit. 

          2. Missing data, if any, may suitably assumed.  
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  UNIT - I  

1 a) With suitable diagrams distinguish how a spam filter model using machine 

learning technique is better compared to a traditional programming technique. 

10 

 b) Design the following steps involved in data pre-processing using Sklearn 

libraries considering Health Dataset. 

 
• Import Libraries 

• Importing the dataset 

• Splitting the dataset into the Training set and Test set 

• Taking care of missing values 

• Encoding the Independent Variable 

• Encoding the dependent Variable 

• Feature Scaling -Apply Standard Scalar on complete X-train and X-test 

10 

  OR  
 

2 a) Design the following steps involved in data pre-processing using Sklearn 

libraries considering the Region Dataset. 

• Import the libraries 

• Import the Dataset 

• Handling of Missing Data 

• Handling of Categorical Data 

• Splitting the dataset into training and testing datasets 

10 

U.S.N.           



 

 

• Feature Scaling-Apply Standard Scalar on complete X-train and X-test 

 

 b) Illustrate the following with suitable examples and diagrams: 

• Supervised  

• Unsupervised 

• Semi-Supervised 

• Encoding techniques 

10 

  UNIT - II 
 

3 a) Design a binary classifier model considering MNIST dataset and prove the 

performance of the classifier by considering accuracy, confusion matrix, 

precision and recall as performance measures using Sklearn libraries. 

10 

 b) What is Gradient Descent? Explain the Batch Gradient Descent with suitable 

example. 

10 

  OR  
 

4 a)  Design the following steps involved in building linear regression model 

considering the House-price dataset.  

● Import Libraries 

● Importing the dataset 

● Splitting the dataset with test size=30% 

● Feature Scaling -Apply Standard Scalar  

● Training the Linear Regression model on the Training set 

● Print performance measure MAE,RMSE 

10 

 b) Design the steps involved in building the Logistics Regression model using 

Social_Network_Ads dataset.  

Note: Split the dataset with test size =25% and apply Standard Scalar and print 

the confusion matrix, accuracy score and classification report. 

 

10 

   
 



 

 

 

UNIT - III 

5 a) Design the following steps for Decision tree classifier using 

Social_Network_Ads.csv   

.  

• Importing the libraries 

• Importing the dataset 

• Splitting the dataset with test size =25% 

• Feature Scaling - Apply Standard Scalar  

• Training the model  

• Predicting a new result for 30,87000 

• Print the Confusion Matrix, Classification report 

10 

 b) Explain the CART algorithm along with cost function used for classification. 

 

05 

 c) With suitable examples, explain the different regularization hyper parameters 

used for restricting the shape of the decision tree. 

05 

  UNIT - IV 
 

6 a) Explain the following with suitable examples: 

• Bagging 

• Pasting 

• Random Forests 

• Extra Trees 

10 

 b) Design the steps involved in PCA to reduce the dimensionality of MNIST 

dataset with variance as 0.95. Then train SGD classifier on reduced dataset 

and prints its accuracy and confusion matrix. 

10 

  UNIT - V 
 

7 a) Explain the following with suitable examples: 

• DBSCAN 

• Image Segmentation 

10 

 

 

 

 

 



 

 

 

 b) Design the steps involved in clustering the customers based on the similarity 

using necessary SKlearn libraries, considering using Country clusters.csv. 

 

10 
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