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Instructions:  1. Answer any FIVE full questions, choosing one full question from each unit. 

          2. Missing data, if any, may be suitably assumed.  
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  UNIT - I CO PO Marks 

1 a) What type of machine learning task would you apply for the below 

scenarios and justify your answer? 

I. Estimating the monthly electricity usage of a household 

II. Identifying whether a tweet is expressing positive or 

negative sentiment 

III. Training an autonomous car to drive in various traffic 

conditions 

IV. Predicting if a customer will churn next month 

V. Categorizing news articles into different topics 

CO1  05 

 b) What role does a validation set play in machine learning, when is 

it essential, and how should it be utilized for optimal model 

training? 

CO2 PO1 05 

 c) Main task of machine learning is to select a learning algorithm and 

train it on some data, the two things that can go wrong are “bad 

algorithm” and “bad data.” Explain the main challenges with 

respect to “bad algorithm” and “bad data.” 

CO2 PO1 10 

  OR 
   

2 a) With a suitable example explain how One-hot encoding and 

Label encoding affect the dimensionality of the given dataset. 

CO1  05 

 b) Imagine, you are given a dataset consisting of variables having 

more than 40%missing values. Let’s say, out of 100 variables, 45 

variables have missing values, which is higher than 40%. Illustrate 

different ways of handling missing values. 

CO2 PO1 05 

 c) Consider the California census housing data set. Write a python 

code for the following 

CO3 PO2 10 

U.S.N.           



 

 

 
 

I. Histogram of median house values 

II. Scatter plot of median income vs. median house value 

III. correlation of features against “MedHouseVal” 

IV. Differentiate between positive and negative correlation. 

What is the need of Experimenting with Attribute Combinations? 

  UNIT - II 
   

3 a) Consider a “Email Spam Filtering dataset”. Our task is to detect 

spam emails. So spam emails are marked as 1 and not spam emails 

are marked as 0. Let’s say our model prediction looks like this. 

Define and calculate the accuracy, recall, precision, F1 score 

and false-positive rate at a threshold of 0.5. 

 

CO3 PO2 10 

 b) Consider the below dataset which contains information about 

students including attributes like SAT and GPA. Build an 

appropriate machine Learning model using the Scikit-learn library 

to predict the GPA of students based on these attributes. 

 
 

CO2 PO1 10 

  OR 
   



 

 

4 a) The HR team of a company needs to verify the salary details of a 

potential employee based on their job level. They have access to 

salary information for 10 positions, indexed by their levels (1 

through 10). Using this  build a polynomial regression model 

using SKlearn library to predict salaries accurately and predict the 

salary of employee whose position is level 6.5 

CO3 PO2 10 

 b) Elaborate  key advantages of using Gradient Descent for  

optimization tasks and Illustrate with an example of three kinds of 

Gradient Descent algorithm? 

CO1  10 

  UNIT - III 
   

5 a) What role does the Gini index play in minimizing 

misclassification errors in decision tree models?Calculate Gini 

Index for past trend, open interest and trading volume . 

 

CO2 PO1 10 

 b) Design a Decision Tree model using SKlearn library for the petrol 

consumption dataset that has 4 features- petrol_tax, 

average_income,paved_highways and population_delivery which 

predicts petrolconsumption. Apply necessary pre-processing steps 

and performance measures. Predict the petrol consumptionfor 

values - [9,3471,1250,0.58]. 

CO3 PO2 10 

  OR    

6 a) 
Consider class-labeled training tuples from the AllElectronics 

Customer Database as given in table below. Calculate the 

weighted Gini(income) and Gini(age) columns. 

 

CO3 PO2 10 

 b) Design a Decision Tree classifier for the iris dataset that has 4 

features- sepal length, sepal width, petal length and petal width 

which classifies the tuples as iris-setosa, iris-virginica and 

versicolor. Apply necessary pre-processing steps and performance 

measures. Predict the species for values - [1.1, 0.1]. 

CO2 PO1 10 



 

 

 
 

  UNIT - IV 
   

7 a) Illustrate with an example the iterative process of refining 

predictors in Gradient Boosting and how it leads to better 

predictive performance. How does Gradient Boosting differ from 

AdaBoost in terms of handling prediction errors? 

CO1  10 

 

 

 

 

 

 

 

 

 

 

 

 

 

b) Apply dimensionality reduction method on the following dataset 

that preserves 95% of variance. Design a suitable model that best 

suits the given data and write the complete python code. 

 

 

CO2 PO1 10 

  OR    

8 a) Discuss the need of Ensemble models. List and explain the 

different types Voting methods.   

 

CO1 PO1 5 

 b) What are the two main approaches for dimensionality reduction? 

Explain in detail with necessary diagrams. 

CO1 PO1 5 

 c) An ensemble method which is a sequential learner where different 

models are generated sequentially and the mistakes of previous 

models are learned by their successors. This aims at identifying 

the dependency between models by giving the mislabeled 

examples with higher weights. Identify and illustrate the steps 

involved in building a strong learner with a suitable example. 

CO2 PO2 10 

  UNIT - V 
   

9 a) After applying the DBSCAN Algorithm on a dataset, we get the 

following clusters (as shown below in the figure). Identify and 

describe the core point, border point, and noise point.  

 

CO2 PO1 05 



 

 

 b)  Explain how clustering can be used for data preprocessing? CO1  05 

 c) Design a model using SKlearn library to segment 500students 

from a high school into distinct groups based on their academic 

performance, demographic characteristics, and extracurricular 

activities. The model should determine the optimal number of 

clusters and analyze the resulting clusters. 

CO3 PO2 10 

   OR    

 10 a) Apply K (=2)-Means algorithm over the data (185, 72), (170, 56), 

(168, 60), (179,68), (182,72), (188,77) up to two iterations and 

show the clusters. Initially choose first two objects as initial 

centroids. 

CO3 PO2 10 

  b) Elucidate unsupervised learning? How unsupervised learning is 

different from supervised learning. Mention any 3 applications 

where you can apply unsupervised learning model. 

CO1  10 

 

                                                                ****** 

 


