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Instructions 1. Each unit has an internal choice. Answer one complete question from each unit. 

2. Missing data, if any, may be suitably assumed.  
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  UNIT - 1 CO PO Marks 

 

1 
 

a) Let 𝑣1 = [
1
1
3
], 𝑣2 = [

2
4
1
] and 𝑣3 = [

−1
−2
5

]. Find an implicit description of 

hyperplane 𝛨 that passes through 𝑣1, 𝑣2, and 𝑣3. 

 

1 

 

1 
 

6 

 b) Obtain the critical points of 𝑓(𝑥, 𝑦, 𝑧) = 𝑥𝑦 + 𝑦𝑧 + 𝑧𝑥 − 4𝑥 + 2𝑦 and 

hence find the nature of the critical points of 𝑓 using the Hessian 

matrix. 

1 1 7 

  

c) Given  𝒇 = [
𝑥0

2𝑥1𝑥2 x1
2𝑥2𝑥3

x3
2𝑥1𝑥2 x2

3𝑥1

] and 𝑿 = [
𝑥0 𝑥1

𝑥2 𝑥3
], then verify the 

identity 
𝜕(Trace(𝒇(𝑿)))

𝜕𝑿
= Trace (

𝜕𝒇(𝑿)

𝜕𝑿
). 

 

1 

 

1 

 

7 

  OR    

2 a) Show that the set 𝑆 = {(𝑥, 𝑦)|2𝑥 + 3𝑦 = 5} ⊂ 𝑅2 is a convex set.  1 1 6 

 b) Find the value of ‘𝑎’ for which 𝑃 = (0,0,0) is the critical point of the 

function 𝑓(𝑥, 𝑦, 𝑧) = 2𝑥2 + 3𝑦2 + 4𝑧2 + 𝑎𝑥𝑦𝑧 and hence find the 

nature of the critical point 𝑃 using the Hessian matrix. 

1 1 7 

  

c) If 𝒇 = [
sin(𝑥0 + 2𝑥1) 2𝑥1 + 𝑥3

2𝑥0 + 𝑥2 cos(2𝑥2 + 𝑥3)
] and  𝑿 = [

𝑥0 𝑥1

𝑥2 𝑥3
] then 

verify the identity 
𝜕(𝑓(𝑿)𝑇)

𝜕𝑿
= (

𝜕𝑓(𝑿)

𝜕𝑿
)
𝑇

. 

 

1 

 

1 

 

7 

  UNIT - 2    

3 a) Minimize 𝑓(𝑥) = 𝑥2 − 2.6𝑥 + 2, 𝑥 ∈ [−2,3] using Fibonacci search 

method. Perform six iterations. 

1 1 6 

 b) Find the maximum and minimum values of 𝑓(𝑥, 𝑦, 𝑧) = 4𝑦 − 2𝑧 

subjected to the constraints 2𝑥 − 𝑦 − 𝑧 = 2   and  𝑥2 + 𝑦2 = 1 using 

method of Lagrange multipliers. 

1 1 7 

 c) Maximize 𝑍 = 12𝑥1 + 21𝑥2 + 2𝑥1𝑥2 − 2𝑥1
2 − 2𝑥2

2 subjected to the 

constraints 𝑥1 + 𝑥2 ≤ 10,  𝑥2 ≤ 8,  𝑥1, 𝑥2 ≥ 0 by deriving the KKT 

conditions. 

1 1 7 

  OR    

U.S.N.           



 

 

4 a) Minimize 𝑓(𝑥1, 𝑥2) = 𝑥1 − 𝑥2 + 2𝑥1
2 + 2𝑥1𝑥2 + 𝑥2

2 using Newton-

Raphson method by taking initial point as [
0
0
]. 

1 1 6 

 b) Find the maximum and minimum values of 2( , , )f x y z x y z= + +  

subjected to the constraints 1x y z+ + =  and 
2 2 1x z+ =  using the 

method of Lagrange multipliers. 

1 1 7 

 c) Minimize 𝑍 = (𝑥 − 3)2 + (𝑦 − 2)2 subjected to the constraints 

𝑥2 + 𝑦2 ≤ 5,  𝑥 + 2𝑦 ≤ 4 and  𝑥, 𝑦 ≥ 0 by deriving the KKT 

conditions. 

1 1 7 

  UNIT - 3    

5 a) Let 𝑊 be a subspace of ℝ5 spanned by 𝑢 = (1,2,3,−1,2) and 

𝑣 = (2,4,7,2,−1). Find the basis of 𝑊 ⊥. 

1 1 6 

 
 

b) Find an orthogonal matrix 𝑃 whose first row is 𝑢1 = (
1

3
,
2

3
,
2

3
). 

1 1 7 

  

c) Solve the system of equations 𝐴𝑋 = 𝐵 where 𝐴 = [
2 3
2 4
1 1

] and 

𝐵 = [
7
3
1
] by QR factorization method. 

 
1 

 
1 

 

7 

  OR    

6 a) Consider 𝑓(𝑡) = 3𝑡 − 5, 𝑔(𝑡) = 𝑡2 in 𝑃(𝑡) and the inner product is 

defined as ⟨𝑝, 𝑞⟩ = ∫ 𝑝(𝑡)𝑞(𝑡)𝑑𝑡
1

0
. Find ⟨𝑓, 𝑔⟩, ‖𝑓‖ and ‖𝑔‖. 

1 1 6 

 
 

b) Find the projection of 𝑣 = [
1 2
3 4

] along 𝑤 = [
1 1
5 5

] in 𝑀2×2 with 

respect to the inner product ⟨𝐴, 𝐵⟩ = 𝑡𝑟(𝐵𝑇𝐴). 

 

1 
 

1 
 

7 

 c) A sales organization obtains the following data relating the number of 

salespersons to annual sales. 

Let 𝑥 denote the number of salespersons and let 𝑦 denote the annual 

sales. Find the least squares line of the form 𝑦 = 𝑎 + 𝑏𝑥 and hence 

estimate the annual sales when there are 14 salespersons. 

Number of salespersons 5 6 7 8 9 10 

Annual Sales (millions of 

dollars) 
2.3 3.2 4.1 5.0 6.1 7.2 

1 1 7 

  UNIT - 4    

 

7 

 

a) Given 𝐵 = [
1 1 0
1 2 0
0 0 1

], find 𝐵6 using Cayley-Hamilton theorem with 

minimal conventional operations. 

 

1 

 

1 

 

6 

 b) Find the algebraic and geometric multiplicities of each eigenvalue 𝜆 of 

the linear transformation 𝑇: 𝑅3 → 𝑅3 defined by  

𝑇(𝑥, 𝑦, 𝑧) = (𝑥 − 𝑦 + 𝑧, 𝑥 − 𝑦 + 𝑧, 𝑥 − 2𝑦 + 2𝑧).  

1 1 7 

 c) Let Δ(𝑡) = (𝑡 + 6)6 and 𝑚(𝑡) = (𝑡 + 6)3 be the characteristic and 

minimal polynomial of 𝑇 respectively. Obtain all possible Jordan 

canonical forms of 𝑇. 

1 1 7 

  OR    



 

 

 

8 
 

a) Given 𝐵 = [
4 6 6
1 3 2

−1 −4 −3
], find 𝐵−3 using Cayley-Hamilton 

theorem with minimal conventional operations. 

 

1 

 

1 

 

6 

 b) Find the eigenspace corresponding to each eigenvalue of 

𝑇: 𝑃1 → 𝑃1 defined by 𝑇(𝑎𝑡 + 𝑏) = (3𝑎 + 5𝑏)𝑡 − (2𝑎 + 4𝑏). 

1 1 7 

 c) Find the characteristic and minimal polynomial of the matrix 

[
 
 
 
 
2 5 0 0 0
0 2 0 0 0
0 0 4 2 0
0 0 3 5 0
0 0 0 0 7]

 
 
 
 

. 

1 1 7 

  UNIT - 5    

9 a) Obtain the transformation matrix that reduces the quadratic form 

6𝑥2 + 3𝑦2 + 3𝑧2 − 4𝑥𝑦 − 2𝑦𝑧 + 4𝑥𝑧 to its canonical form and hence 

find the rank and index of the quadratic form. 

1 1 10 

  

b) Find the singular value decomposition of the matrix [
1 −1

−2 2
2 −2

]. 
 

1 

 

1 

 

10 

  OR    

10 a) Find the orthogonal modal matrix that diagonalizes the matrix 

 𝐴 =  [
3 −1 1

−1 5 −1
1 −1 3

]. 

1 1 10 

 b) Apply principal component analysis to reduce the given 2-dimensional 

data to 1-dimensional data. 

𝑥 1 5 2 6 7 3 

𝑦 3 11 6 8 15 11 
 

1 1 10 

 

                                                                     ****** 

 


